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ABSTRACT. This work is the continuation of the recent paper [9] devoted to the density-
dependent incompressible Euler equations. Here we concentrate on the well-posedness issue
in Besov spaces of type B3, , embedded in the set of Lipschitz continuous functions, a func-
tional framework which contains the particular case of Holder spaces and of the endpoint Besov
space Béo,l. For such data and under the nonvacuum assumption, we establish the local well-
posedness and a continuation criterion in the spirit of that of Beale, Kato and Majda in [2].

In the last part of the paper, we give lower bounds for the lifespan of a solution. In dimension
two, we point out that the lifespan tends to infinity when the initial density tends to be a
constant. This is, to our knowledge, the first result of this kind for the density-dependent
incompressible Euler equations.

1. INTRODUCTION AND MAIN RESULTS

This work is the continuation of a recent paper by the first author (see [9]) devoted to the
density-dependent incompressible Euler equations:

Op+u-Vp=0,
(1) p(Oyu + u - Vu) + VII = pf,
divu = 0.

Recall that the above equations describe the evolution of the density p = p(t,z) € Ry and
of the velocity field u = u(t,z) € RY of a nonhomogeneous inviscid incompressible fluid. The
time dependent vector field f stands for a given body force and the gradient of the pressure
VII is the Lagrangian multiplier associated to the divergence free constraint over the velocity.
We assume that the space variable z belongs to the whole RN with N > 2.

There is an important literature devoted to the standard incompressible Euler equations, that
is to the case where the initial density is a positive constant, an assumption which is preserved
during the evolution. In contrast, not so many works have been devoted to the study of (1) in
the nonconstant density case. In the situation where the equations are considered in a suitably
smooth bounded domain of R? or R?, the local well-posedness issue has been investigated by
H. Beirao da Veiga and A. Valli in [3, 4, 5] for data with high enough Holder regularity. In [§],

we have proved well-posedness in H*® with s > 1+ N/2 and have studied the inviscid limit in
N

this framework. Data in the limit Besov space BEIH were also considered.

As for the standard incompressible Euler equations, any functional space embedded in the set
C%! of bounded globally Lipschitz functions is a candidate for the study of the well-posedness
issue. This stems from the fact that System (1) is a coupling between transport equations.
Hence preserving the initial regularity requires the velocity field to be at least locally Lipschitz
with respect to the space variable. As a matter of fact, the classical Fuler equations have been
shown to be well posed in any Besov space Bj, embedded in C%! (see [1, 7, 13, 18] and the
references therein), a property which holds if and only if (s,p,r) € R x [1,4+00]? satisfies

N N
() s>1+— or s=1+— and r=1.
p p
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In [9], we extended the results of the homogeneous case to (1) (see also [10] for a similar study
in the periodic framework). Under condition (C) with 1 < p < oo we established the local well-
posedness for any data (po,up) in B; . such that pg is bounded away from zero. However, we
have been unable to treat the limit case p = oo unless the initial density is a small perturbation
of a constant density state, a technical artifact due to the method we used to handle the pressure
term.

In fact, in contrast to the classical Euler equations, computing the gradient of the pressure

involves an elliptic equation with nonconstant coefficients, namely
(2) div (aVII) =divF with F:=div(f—u-Vu) and a:=1/p.

Getting appropriate a priori estimates given that we expect the function p to have exactly the
same regularity as VII is the main difficulty. In the L? framework and, more generally, in the
Sobolev framework H?, this may be achieved by means of a classical energy method. This is
also quite straightforward in the Bj, framework if a is a small perturbation of some positive
constant function @, for the above equation may be rewritten

aAll = div F + div ((@ — a) VII).

Now, if a—a is small enough then one may take advantage of regularity results for the Laplace
operator in order to “absorb” the last term.

If 1 < p < oo and a is bounded away from zero then it turns out that combining energy
arguments similar to those of the H® case and a harmonic analysis lemma allows to handle the
elliptic equation (2). This is the approach that we used in [9]. However it fails for the limit
cases p=1 and p = cc.

In the present work, we propose another method for proving a priori estimates for (2). In
addition to being simpler, this will enable us to treat all the cases p € [1,00] indistinctly
whenever the density is bounded away from zero. Our approach relies on the fact that the
pressure II satisfies (here we take f =0 to simplify)

(3) AIl = —pdiv (u - Vu) + Vlogp - VII.

Obviously, the last term is of lower order. In addition, the classical L? theory ensures that
ay||VIL|| 2 < ||lu-Vul|lf2 with ay:= inf a(z).

z€RN

Therefore interpolating between the high regularity estimates for the Laplace operator and the

L? estimate allows to absorb the last term in the right-hand side of (3).

In the rest of the paper, we focus on the case p = co as it is the only definitely new one and
as it covers both Holder spaces with exponent greater than 1 and the limit space Béql which
is the largest one in which one may expect to get well-posedness.

Before going further into the description of our results, let us introduce a few notation.

e Throughout the paper, C stands for a harmless “constant” the meaning of which depends
on the context.

o If a = (a',a?) and b = (b',b?) then we denote a A b := a'b? — a?b'.

e The vorticity € associated to a vector field u over RY is the matrix valued function
with entries

Qz‘j = 8jui - &uj
If N =2 then the vorticity may be identified with the scalar function w := dju? — dou'
and if N = 3, with the vector field V x u.

e For all Banach space X and interval I of R, we denote by C(I; X) (resp. Cp(I;X))
the set of continuous (resp. continuous bounded) functions on I with values in X. If X
has predual X* then we denote by C,(I; X) the set of bounded measurable functions
f I — X such that for any ¢ € X*, the function ¢ — (f(t),®)xxx+ is continuous
over I.
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e For p € [1,00], the notation LP(I;X) stands for the set of measurable functions on I
with values in X such that ¢ — ||f(t)||x belongs to LP(I). In the case I = [0,T] we
alternately use the notation L%.(X).

e We denote by L (I) the set of those functions defined on I and valued in X which,

loc
restricted to any compact subset J of I, are in LP(J).

e Finally, for any real valued function a over RY, we denote

a,:= inf a(x) and a*:= sup a(z).
zERN zeRN

Let us now state our main well-posedness result in the case of a finite energy initial velocity
field.

Theorem 1. Let r be in [1,00] and s € R satisfy s > 1 if r #1 and s > 1 if r = 1. Let pp
be a positive function in B, , bounded away from 0, and ug be a divergence-free vector field
with coefficients in B3, N L?. Finally, suppose that the external force f has coefficients in
LY([~Tv, Ty); BS, ) N C([~To, To); L?) for some positive time Tp.
Then there ezists a time T €]0,Tb] such that System (1) with initial data (po,uo) has a

unique solution (p,u, VII) on [=T,T] x RN, with:

e pin C([-T,T); B, ,) and bounded away from 0,

o u in C([-T,T]; BS, ) NCH[-T,T); L?) and

o VII in LY([-T,T); B, ) NC([-T,T]; L?).
If r = 0o then one has only weak continuity in time with values in the Besov space B, .

In the above functional framework, one may state a continuation criterion for the solution to
(1) similar to that of Theorem 2 of [9]:

Theorem 2. Let (p,u, VII) be a solution to System (1) on [0, T*[xRY, with the properties
described in Theorem 1 for all T < T*; suppose also that we have

T*
(@) [ (19ulm + 1910 ) dt < 0.

If T* s finite then (p,u,VII) can be continued beyond T* into a solution of (1) with the
same regularity. Moreover, if s > 1 then one may replace in (4) the term ||Vu||ro with ||| peo.
A similar result holds for negative times.

From this result, as our assumption on (r,s) implies that B3_ 1< L* keeping in mind that
BéOJ is the largest Besov space included in C%!, we immediately get the following:

Corollary 1. The lifespan of a solution in BS, , with s > 1 is the same as the lifespan in B;OJ.

As pointed out in [9], hypothesis up € L? is somewhat restrictive in dimension N = 2 as
if, say, the initial vorticity wp is in L' then it implies that wy has average 0 over R?. In
particular, assuming that ug € L?(R?) precludes our considering general data with initially
compactly supported nonnegative vorticity (e.g. vortex patches as in [7], Chapter 5).

The following statement aims at considering initial data with infinite energy. For simplicity,
we suppose the external force to be 0.

Theorem 3. Let (s,r) be as in Theorem 1. Let py € B3, be bounded away from 0, and
up € B3, N wia,
Then there exist a positive time T and a unique solution (p,u,VII) on [-T,T] x RN of
System (1) with external force f =0, satisfying the following properties:
e p € C([-T,T); B, ) bounded away from 0,
e u e C([-T,T); Bs,, N W) and dyu € C([-T,T]; L?),
e VII € Ll([—T,T];ng) NC([-T,T); L?).

S

As above, the continuity in time with values in Bg,

is only weak if r = oco.
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Remark 1. Under the above hypothesis, a continuation criterion in the spirit of Theorem 2
may be proved. The details are left to the reader.

Let us also point out that there is some freedom over the W* assumption (see Remark /
below).

On the one hand, the existence results that we stated so far are local in time even in the
two-dimensional case. On the other hand, it is well known that the classical two-dimensional
incompressible Euler equations are globally well-posed, a result that goes back to the pioneering
work by V. Wolibner in [16] (see also [17, 11, 15] for global results in the case of less regular
data). In the homogeneous case, the global existence stems from the fact that the vorticity w
is transported by the flow associated to the solution: we have

Ow + u-Vw = 0.

In the nonhomogeneous context this relation is not true any longer: we have instead
1

(5) 8tw+u-Vw+V<>/\VH:O.
p

If the classical homogeneous case has been deeply studied, to our knowledge there is no
literature about the time of existence of solutions for the density-dependent incompressible
Fuler system. In the last section of this paper, we establish lower bounds for the lifespan of a
solution of (1).

Roughly, we show that in any space dimension, if the initial velocity is of order £ (& small
enough), without any restriction on the density of the fluid then the lifespan is at least of order
e~! (see the exact statement in Theorem 4).

Next, taking advantage of Equality (5) and of an estimate for the transport equation that
has been established recently by M. Vishik in [15] (and generalized by T. Hmidi and S. Keraani
in [12]), we show that the lifespan of the solution tends to infinity if pg — 1 goes to 0. More
precisely, Theorem 5 states that if

lo—1lp, =n and leollpe , + uolze = ¢
with 7 small enough, then the lifespan is at least of order ¢~ !log(logn™1).

The paper is organized as follows. In the next section, we introduce the tools needed for
proving our results: the Littlewood-Paley decomposition, the definition of the nonhomogeneous
Besov spaces B,, and the paradifferential calculus, and finally some classical results about
transport equations in B, , and elliptic equations. Sections 3 and 4 are devoted to the proof of
our local existence statements first in the finite energy case and next if the initial velocity is in
W4, Finally, in the last section we state and prove results about the lifespan of a solution of

our system, focusing on the particular case of space dimension N = 2.

2. TooLs

Our results mostly rely on Fourier analysis methods based on a nonhomogeneous dyadic parti-
tion of unity with respect to the Fourier variable, the so-called Littlewood-Paley decomposition.
Unless otherwise specified, all the results which are presented in this section are proved in [1].

In order to define a Littlewood-Paley decomposition, fix a smooth radial function y supported
in (say) the ball B(0, 3), equals to 1 in a neighborhood of B(0,2) and such that r — x(re,)
is nonincreasing over Ry, and set ¢(§) = X(%) — x(8).

The dyadic blocks (Aj);jcz are defined by

Aj:=0if j<-2, Aj:=x(D) and A,:=¢(277D) if j>0.

1Throughout we agree that f(D) stands for the pseudo-differential operator u — F~'(fFu).
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We also introduce the following low frequency cut-off:
Siju = x(27/D) = ZA for 7 >0.
J'<i-1
The following classical properties will be used freely throughout in the paper:
e for any u € &', the equality u = >, Aju holds true in §';

e for all w and v in &', the sequence (S;j—1uA;v)jen is spectrally supported in dyadic
annuli.

One can now define what a Besov space B}, is:
bl

Definition 1. Let u be a tempered distribution, s a real number, and 1 < p,r < co. We set
1
[ullBs, = (ZersHAjqup) if r<oo and |ulp;_ :=sup (2j5||Aju||Lp).
j J

We then define the space By, as the subset of distributions uw € S such that |lullps, is finite.

From the above definition, it is easy to show that for all s € R, the Besov space B3,
coincides with the nonhomogeneous Sobolev space H®. Let us also point out that for any k£ € N
and p € [1, 00|, we have the following chain of continuous embedding:
where W*P denotes the set of LP functions with derivatives up to order k in LP.

The Besov spaces have many nice properties which will be recalled throughout the paper
whenever they are needed. For the time being, let us just recall that if Condition (C') holds true

then Bj, is an algebra continuously embedded in the set C%! of bounded Lipschitz functions
(see e.g. [1], Chap. 2), and that the gradient operator maps B, , in Bg;l.

The following result will be also needed:

Proposition 1. Let F : RN — R be a smooth homogeneous function of degree m away from a
neighborhood of the origin. Then for all (p,r) € [1,00]? and s € R, Operator F(D) maps By,
m B3

p’r

Remark 2. Let P be the Leray projector over divergence free vector fields and Q = 1d — P.
Recall that in Fourier variables, we have for all vector field u

!6\25 u(é)-

Therefore, both (Id —A_1)P and (Id — A_1)Q satisfy the assumptions of the above proposition
with m = 0 hence are self-map on B, , for any s € R and 1 <p,r < oo.

Qu(¢) =

The following lemma (referred in what follows as Bernstein’s inequalities) describes the way
derivatives act on spectrally localized functions.

Lemma 1. Let 0 < r < R. A constant C' exists so that, for any nonnegative integer k, any
couple (p,q) in [1,00)? with ¢ > p > 1 and any function u of LP, we have for all A > 0,

Supp@ € B(0,AR) = ||V¥ulza < CFNFNG=0) | 1o
Suppd C {€ € RY /rA < |€] < RAY = C* I\¥|ju| 2o < ||[VFull 2 < CFFINF||u| 2o
The first Bernstein inequality entails the following embedding result:

Corollary 2. The space B,! . s continuously embedded in the space B2, whenever 1 < p; <
p2 < 00 and

S9 <81 —N/p1+N/ps or sy=8—N/p1+N/ps and 1<r; <ry<oo.
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Let us now introduce the paraproduct operator and recall a few nonlinear estimates in Besov
spaces. Constructing the paraproduct operator relies on the observation that, formally, any
product of two tempered distributions u and v, may be decomposed into
(6) wo = Tyv + Tyu+ R(u,v)
with

T,v = Z Sj—1ulju,  Tyu:= ZS’j,lvAju and R(u,v) := Z Z AjuAjv.
j j PSS
The above operator T is called “paraproduct” whereas R is called “remainder”.
The paraproduct and remainder operators have many nice continuity properties. The follow-

ing ones will be of constant use in this paper (see the proof in e.g. [1], Chap. 2):

Proposition 2. For any (s,p,r) € R x [1,00]? and t < 0, the paraproduct operator T maps

L*> x B,, in B, ,, and Béo’oo X By, in B;j:t. Moreover, the following estimates hold:

1Tz, < Cllullee [ Vol g and [ Tuv] s < Cllullpy, [Vl g

For any (s1,p1,71) and (s9,pa,72) in Rx [1,00]% such that s1+s2 >0, 1/p:=1/p1+1/ps <1
and 1/r:=1/r; 4+ 1/ry <1 the remainder operator R maps B!, x By2 . in Byl 2.

Combining the above proposition with Bony’s decomposition (6), we easily get the following
“tame estimate”:

Corollary 3. Let a be a bounded function such that Va € B;;l for some s > 0 and (p,r) €
[1,00]2. Then for any b € By . N L> we have ab € By, N L*™ and there exists a constant C
depending only on N, p and s such that

labllss, < C(llallisllblss, + 1bllz> | Vall gs-1 )

p,r T
The following result pertaining to the composition of functions in Besov spaces will be needed

for estimating the reciprocal of the density (see the proof in [9]).

Proposition 3. Let I be an open interval of R and F : I — R, a smooth function. Then for
all compact subset J C I, s> 0 and (p,r) € [1,00]? there exists a constant C such that for all
function a valued in J and with gradient in Bs', we have V(F(a)) € B! and
IV (F (@)1 < ClVal gy
Our results concerning Equations (1) rely strongly on a priori estimates in Besov spaces for
the transport equation

da+v-Va=f,

(1) { _
alt:() = agp.

We shall often use the following result, the proof of which may be found in e.g. [1].

Proposition 4. Let 1 <7 < o0 and 0 > 0 (0 > =1 if dive = 0). Let ap € BZ,,, f €
LY([0,T); BZ,,) and v be a time dependent vector field in Cy([0,T] x RN) such that

Vv € LY[0,T);L®) if o<1,

Vo € LY[0,T];BL}) if o>1, or o=r=1.
Then Equation (T) has a unique solution a in

e the space C([0,T]; B ,) if r < oo,

oo,

e the space (ﬂU/<UC([O,T]; Bg;m)) NCuw([0,T]; BY, o) if 7= 00.
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Moreover, for all t € [0,T], we have

t /
@ VO a()lpg,, < laollpg, + [ VOIS pe,, a
, J 0 ’

{ Vo)L= if o <1,
with V'(t) :=

IVo)llge—1 if o>1, or o=r=1.
If a=wv then, forall 0 >0 (¢ > —1 if divv = 0), Estimate (7) holds with V'(t) := |[Va(t)| 1

Finally, we shall make an extensive use of energy estimates for the following elliptic equation:

(8) —div (aVI) = divF in RY

where a = a(z) is a given suitably smooth bounded function satisfying
9 = inf > 0.

9) @y = inf a(z)

We shall use the following result based on Lax-Milgram’s theorem (see the proof in e.g. [9]).

Lemma 2. For all vector field F with coefficients in L?, there exists a tempered distribution II,
unique up to constant functions, such that VII € L? and Equation (8) is satisfied. In addition,
we have

(10) ax[[ VI 2 < [ F| 2

3. PROOF OF THEOREM 1

Obviously, one may extend the force term for any time so that it is not restrictive to assume
that Tp = 4o00. Owing to time reversibility of System (1), we can restrict ourselves to the
problem of evolution for positive times only. For convenience we will assume r < oo; for
treating the case r = oo, it is enough to replace the strong topology by the weak topology,
whenever regularity up to index s is involved.

We will not work on System (1) directly, but rather on

oa+u-Va =0
(11) ou + uw-Vu + aVII = f

—div (aVII) = div (u-VPu — f),
where we have set a :=1/p.

The equivalence between (1) and (11) is given in the following statement (see [9]).

Lemma 3. Let u be a vector field with coefficients in C*([0,T] x RY) and such that Qu €
CY([0,T); L?). Suppose also that VII € C([0,T]; L?). Finally, let p be a continuous function on
[0,T] x RN such that

(12) 0<ps<p<p"

Let a := 1/p. If div u(0,-) = 0 in RN then (p,u,VII) is a solution to (1) if and only if
(a,u, VIIL) is a solution to (11).

We now come to the plan of this section. First of all, we shall prove a priori estimates for
suitably smooth solutions of (1) or (11). Even though those estimates are not needed for proving
Theorem 1, they will be most helpful to get the existence. As a matter of fact, the construction
of solutions which will be proposed in the next subsection amounts to solving inductively a
sequence of linear equations. The estimates for those approximate solutions turn out to be the
same as those for the true solutions. In the last two subsections, we shall concentrate on the
proof of the uniqueness part of Theorem 1 and of the continuation criterion stated in Theorem
2 (up to the endpoint case s = r = 1 which will be studied in the next section).
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3.1. A priori estimates. Let (a,u, VII) be a suitably smooth solution of System (11) with
the required regularity properties. In this subsection, we show that on a suitably small time
interval (the length of which depends only on the norms of the data), the norm of (a,u, VII)
may be bounded in terms of the data.

Recall that according to Proposition 3 the quantities [lal/ps , and |p|ps , are equivalent
under hypothesis (12). This fact will be used repeatedly in what follows.

3.1.1. Estimates for the density and the velocity field. Let us assume for a while that divu = 0.
Then (p,u, VII) satisfies System (1) and the following energy equality holds true:

(13 WOl = ol +2 [ ([ o5 war)ar.

Moreover, from the equation satisfied by the density, we have that p(t,z) = po (1/); 1(95)),

where 1) is the flow associated with u; so, p satisfies (12). Hence, from relation (13), we obtain
the control of the L? norm of the velocity field: for all ¢ € [0,Ty], we have, for some constant
C depending only on p, and p*,

(19 u®lzz < € (luolz + [ 15 lszdr)

Next, in the general case where div u need not be 0, applying Proposition 4 yields the following
estimates:

t
15 la®lpy, < laolss, exp(o / ||u||Bgo,rdT)
t
(16)  fu(®)lsy, < exp(c / ||u|ngo,rdT) - <HU0||B§W+

t T
-C s dr!
+/0 B Jy llullss, , dr (||f”Bgo,r + ||CLHB;§O,T||VH||BSO,T) Cl7'>,

S

where, in the last line, we have used the fact that B3, .,

under our hypothesis, is an algebra.
Remark 3. Of course, as p and a verify the same equations, they satisfy the same estimates.

3.1.2. FEstimates for the pressure term. Let us use the low frequency localization operator A_;
to separate VII into low and high frequencies. We get

VT < A4 VTI|gs , + [[(1d— A_;)VIT| g .

Observe that (Id — A_;)VII may be computed from AII by means of a homogeneous mul-
tiplier of degree —1 in the sense of Proposition 1. Hence

(17) [(1d = A1) VI, < CAT pecs

For the low frequencies term, however, the above inequality fails. Now, remembering the
definition of || - [|ps, , and the spectral properties of operator A_1, one has that

|A VT < ClIA VT -
at this point, Bernstein’s inequality allows us to write that
|AAVITgg, < C VI s -
So putting together (17) and the above inequality, we obtain
(18) IVIT]| g

oo,T

< € (IVMlze + AT )
First of all, let us see how to control ||AII||gs—1. Recall the third equation of (11):
div (aVII) = F with F :=div (f — u-VPu).
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Developing the left-hand side of this equation, we obtain
F
(19) All = —=V(loga) - VII + —-
a

Let us consider the first term of the right-hand side of the previous equation.
If s > 1 then one may use that B3 ! is an algebra and bound ||V (log a)|lgs—1 with [[Val|gs—1

oco,T
according to Proposition 3; we get
¥ (log @) - VTl pecs < CIVal gt VT .
N

_N _N
Now, as L? — Bx%o (see Corollary 2) and Bg; ; is an intermediate space between Boo%o and

BS, ., standard interpolation inequalities (see e.g. [1], Chap. 2) ensure that

(20) IV goor < C||VIT||72(|VIT| 5" for some 6 €]0, 1.
Plugging this inequality in (18) and applying Young’s inequality, we finally obtain

)
s—1
Boc,r)

where the exponent v depends only on the space dimension N and on s.

F
(21) Vs, < € ((1+ IVallye , ) 1922 + |

In the limit case s = r = 1, the space Bg; } is no more an algebra and we have to modify the
above argument: we use the Bony decomposition (6) to write

V(loga) - VII = Ty (ogq) VII + TynV(loga) + R(V(loga), VII).
To estimate first and second term, we can apply Propositions 2 and 3: we get
(22) 1T (0ga)VIll[po < C[V(oga)re~ [VII||po |
< C|Vall g VI o .

IN

(23) ITenV(oga)llp | < C[VI|z= [V(loga)|p |

C |Vl [ Vallpo -

A

A similar inequality is no more true for the remainder term, though. However, one may use

1
that VII is in fact more regular: it belongs to B ; for instance. Hence, using the embedding
1
Bl — BSOJ and Proposition 2, we can write

IB(V(loga), VID)llzo < C[[V(oga)lle [V 5 .
0,1

< C||Val|ge VIO 1 .

BS 4

Putting the above inequality together with (22) and (23), and using that BY ; — L, we
conclude that

V(o5 a) - VIl py | < C|[Vallp VI , -

co,1
Now, using interpolation between Besov spaces, as done for proving (20), we get for some
suitable 6 €]0, 1],

V(o a) - VIIllps | < C|Vallp | IV VIS,
Hence ||VII|| g | satisfies Inequality (21) for some convenient v > 0.

Next, let us bound the last term of (19). By virtue of Bony’s decomposition (6), we have

F
— =P =T,F + Tpp + Rp, F);

so from Proposition 2 we infer that
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o IT,Fllpes < Cpt IFl e,

o [ Trpllps-r < ClIFlgz llellss., < ClFlps1llpllss,,

o [[R(p, F)llgs-1 < [[R(p, F)liBs,, < Cllpllsy, NEFl et < Cliplss,, 1 Fll s -
It is clear that [|div f|[s—1 can be controlled by [|f| s, . For the second term of F' we have to
take advantage, once again, of Bony’s decomposition (6) as follows:

div (u . VPU) = Z&uf 8]' (Pu)z = Z (Taiujé?jpui + Tajpuiaiuj + 6ZR(UJ,8]'PUZ)) s
i3 i,J

where in the last equality we have used also the fact that divPu = 0. Now, for all 4 and j we
have:

|Tow05Pu| ., < ClIVullz= IVPul s

co,T

HTaquiaijBgﬁ < CVPuli |Vul g
)@R(Uj,aﬂ?ui) o1 S HR(uj,ﬁqui) B
< Cllullss,, IVPullpg,
< Cllullss,, [[VPullgs-1-
Because, by embedding,
(24) IVPull~ < CVPulpeor,

we thus have
Idiv (u- VPu)| gt < Cllull e, [VPul| e
In order to bound Pu, let us decompose it into low and high frequencies as follows:
Pu=A_1Pu+(Id — A_1)Pu.
On the one hand, combining Bernstein’s inequality and the fact that P is an orthogonal projector
over L? yields
JAL VPl < C ulls -

On the other hand, according to Remark 2, one may write that
|(1d = A_)Pullpy . < Cllullpe. .-

Therefore we get

(25) HVPUHB(S;;} <C HUHBgO,TmL%

from which it follows that
F

(26) .

< Cllaliss., (Iflss, +lull}s qr) -

s—1
Boo,r

It remains us to control ||VII|| 2. Keeping in mind Lemma 2, from the third equation of
System (11) and Inequalities (24)—(25), we immediately get

ax || VT 2 1fllz2 + [lw- VPul| 2
£z + llwllz2 [VPul Lo

1fllze + Cllulbe e

ININCIA
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Putting all these inequalities together, we finally obtain

¢ (I9lugmy + [ Wollhy oz )
€ (1 1Vl ) IV Mgy +

Hlallzeioey (15 + [ Tl cdr))
3.1.3. Final estimate. First of all, let us fix T > 0 so small as to satisfy

T
(20) exp(C [ ulas,, ) < 2.
i |

a fact that is always possible because of the continuity of u with respect the time variable.

(27) VIl 3 (2

IN

IN

(28) VI ps

Then, setting
Ut) = llu®)llrznpy,, = lu®)llez + u®)lss, ,

Uo(t)

t
lwollzznms,, + [ £z, dr

and combining estimates (14), (15), (16), (27) and (28), we get
t

(30) Ult) < C(Uo(t) + / U2 () dT> for all tc[0,T),
0

where the constant C' depends only on s, N, |lagl/Bs, ,, as and a*.
So, taking T small enough and changing once more the multiplying constant if needed, a
standard bootstrap argument allows to show that

U(t) < CU(t) vt € [0,7].

3.2. Existence of a solution to (11). We proceed in two steps: first we construct inductively
a sequence of smooth global approximate solutions, defined as solutions of a linear system, and
then we prove the convergence of this sequence to a solution of the nonlinear system (11) with
the required property. Recall that to simplify the presentation we have assumed that Ty = +o0
and that we focus on the evolution for positive times.

3.2.1. Construction of the sequence of approximate solutions. First, we smooth out the data
(by convolution for instance) so as to get a sequence (af,uq, f™)neny such that ug € H,
f" e C(Ry; H®), ag and its derivatives at any order are bounded and
(31) a, < af <a*,
with in addition
e aj —ag in B,
o ull —ug in L2N B3
o f"— fin C(Ry;L%) N LY(Ry; B, )
In order to construct a sequence of smooth approximate solutions, we argue by induction. We
first set a® = af, u® = u) and VII? = 0.
Now, suppose we have already built a smooth approximate solution (a",u", VII™) over Ry X
RY with a” satisfying (12). In order to construct the (n + 1)-th term of the sequence, we first
define a™*! to be the solution of the linear transport equation

Oa™t + Vet = 0

with initial datum a"*!|;—g = ag“.
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Given that u™ is smooth, its flow is smooth too so that a"*1(¢,x) = ag** ()~ (x)), where
¥P is the flow at time ¢. Note that 1} is a smooth diffeomorphism on the whole RY . From this
fact, we gather that a”*! is smooth and satisfies (12). Furthermore, by virtue of Proposition 4,

t
32 " ®las, < oo, e (C [ oy, dr)

Note that the reciprocal function p"*! of a™*! satisfies p"t!(t,z) = pytt ((@")71 (3:)),
together with (12) and the equation
op" 4wVttt = 0.
Hence it also fulfills Inequality (32) up to a change of ag“ in p’[}ﬂ.

n+1

At this point, we define u as the unique smooth solution of the transport equation

atunJrl ot Vun+1 — fnJrl _ anJrl AT
Un—H’t:O — ug—f—l )

Since the right-hand side belongs to L}OC(RJr; L?), from classical results for transport equation
we get that u" ™! € C(Ry; L?). Besides, as p" = (a™) ™! for all n, if we differentiate with respect
to time the product /p"T1u"*! and take the scalar product with «"*!, we obtain

1d n n+1
2dtH'/” 1,

Observe that u™ and u™! need not be divergence free; nevertheless one may control ||div u"||
with [|u"||Bs . So, from the previous equality, applying Gronwall’s Lemma, it is easy to see

that
(33) ”\/mu"+1(t) L < "Wug+1

Finally, we have to define the approximate pressure II"*!. We have already proved that a"*
satisfies the ellipticity hypothesis (12); so we can consider the elliptic equation

div (a"+1 VH”+1) = div ( gl gt VPu”+1) .

2
= ;/Pn+1un+1|2divu" dr + /pnﬂunﬂ'fn+1 dr — /VH"-U”+1 dz.
L2

t
£ [ (15 e + 19T g2 + g, ) dr
L2 0 ’

1

As f"*t1 and vt are in C(R,; H®), the classical theory for elliptic equations ensures that the
above equation has a unique solution VII"™! in C(R,; H*°). In addition, going along the lines
of the proof of (27), we get

(34) v+

t
n+1 n+1)2
i < C (0 Moy + [ iy )

Of course, by embedding, we have VII"*! € C(R,; B3, ). Hence, arguing as for proving (28),
we get

t
(35) ||vr| < Clla™lge(as, ) (||f“+1HLg<BgO,T>+ / uun“uégo,rmzdf)

e (1 Ve (B:O})) VI .

Ly(Bs,,,)

Note also that the norms of the approximate data that we use in (32), (33), (34) and (35)
may be bounded independently of n. Therefore, repeating the arguments leading to (30) and
to Theorem 1 of [9], one may find some positive time 7" which may depend on ||po| Bs_,
||U0‘|B&7T0L2 and |’f”Ll([07T];BgC’TQL2) but is independent of n such that 7

® (a")nen is bounded in L>([0,T]; B, ),
e (u")nen is bounded in L>([0, T]; BS, . N L?),
o (VII"),en is bounded in L'([0,T]; BS, ) N L>°([0, T]; L?).
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3.2.2. Convergence of the sequence. Let us observe that the function a" : = a" — ag satisfies
opa™ = —u"1.Va"
a"i=0 = 0.

Because u"~! € C([0,T];L?) and Va" € Cy([0,T] x RY), it immediately follows that a" €
CL([0,T]; L?). Now we want to prove that the sequence (a",u"™, VII"),en, built in this way, is a
Cauchy sequence in C([0,T]; L?). So let us define

& = a"tt — g,
&" = @™ttt — @t = & — &,
" = ptth =,
o= ot —
ar = ottt —1n
o= - f”.’

Let us emphasize that, by assumption and embedding, we have
e al! — ap in C%,
o ull - up in L%
o " — fin LY([0,T]; L?).
This will be the key to our proof of convergence.

Let us first focus on a@". By construction, &" belongs to C'([0,7]; L?) and satisfies the
equation
" = —u"-V&a" — " Va" —u" - Véay
from which, taking the scalar product in L? with &", we obtain
th || &7 = 2/ (&™) div u" d — /&Ln_l~Va”&i”dx—/u”~v&18ﬁ”dx.
So, keeping in mind that &"(0) = 0 and integrating with respect to the time variable one has
trl oo _
(30) 18" Wz < [ (5 Idivallp |62 + V" 1oe |67 22 + ") 2| V] ) dr
Equally easily, one can see that the following equality holds true:
pn-i-l (8t(5u" 4o V&Ln) + Vénn—l — pn—i-l (dfn _ 6un—1 VU — & VHn_1> :

taking the scalar product in L? with &u™, integrating by parts, remembering the first equation
of (1) at (n+ 1)-th step, we finally get

t
ptwan )| < [divarlp. |otar| ar
L 0 1.2
t
A S N S N o e
0 Lee
+ e s+ H TV i

From (36), Gronwall’s Lemma and (31), we thus get for some constant C' depending only on a,
and a*,

t
(@™, 6um) (8)]] 2 < O(eA"“HMHLz +f eA”<t>-A"<T>(|r<Va",W>||Loo unt)
0

L2

+ v,

+vm,

10ag[| oo + [ (| L2V éag || o + H5f"HL2) dr
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where we have set

pntl vt

t
An(t) = /0 (Hdivu”HLoo + Lw) dr.

Of course, the uniform a priori estimates of the previous step allow us to control the exponential
term for all ¢ € [0,7] by some constant Crp.

Next, we have to deal with the term V{I"~!. We notice that it satisfies the elliptic equation
—div (an—lvann—l) = div (—&Ln—lvnn S V420 TR VO vy - 5f"—1) .
Then applying the following algebraic identity
div (v - Vw) = div (w - Vv) + div (vdivw) — div (wdivv)

to v =u"! and w = P!, and remembering that divP&u"~! =0, we get

div (a"—lvann—l) = div (P&u”_ldiv unt — Pt vl — sl vpyn

7&1/n—1v1—[n + 5fn—1) .

Therefore, from Lemma 2 and the fact that ||P||z(z2,72) = 1, one immediately has the following
inequality:

(37)  a.

v(snn—l\

n—1
p S [

N2V P 1% O g P [

o

(Hdivunlem + Hvu"*H L+ IVPE )

L2
Due to a priori estimates, we finally obtain, for all ¢ € [0, 77,

(@@, &) @) 2 < CT(r&u8||Lz+ /Ot(wa“)l

L

L2

+ Hvann—l\

o+ 8 los -+ 137" 2) dr

e PRl

p S Or([@] L 18 e+ 1 )

so, plugging the second inequality in the first one, we find out that for all ¢ € [0, T,

dr

t
(38) (", 8) (1) 2 < 2 +Cr [ @0,

with

T
o= Cr (1668lze + [ (167 g+ 18" a6~ e+ |V~ 1) ).

Now, we have
D en < 0.
n

From this and (38), it is easy to conclude that
> sup ([loa™(®)] g2 + [|u" ()] z2) < oc.

n tG[O,T}
In other words, (@"),eny and (u"),en are Cauchy sequences in C([0,7]; L?); therefore they
converge to some functions @, u € C([0,7]; L?). In the same way, it is clear that (VII")
converges to some VII € C([0,T7]; L?).

Defining a := a+ag, it remains to show that a, u and VII are indeed solutions of the initial
system. We already know that a, u and VII € C([0,7T]; L?). In addition,

e thanks to Fatou’s property in Besov spaces, as (a"),,cy is bounded in L*°([0,TT; B3, ,.),
we obtain that a € L*°([0,T]; B5,,) and satisfies (31);

oo,

neN
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e in the same way, u € L*°([0,T]; BS,,) because also (u"),cy is bounded in the same
space;
e finally, VII € L'([0,T]; B, ) because the sequence (VII"), y is bounded in the same
functional space.
By interpolation we get that the sequences converge strongly to the solutions in every interme-
diate space between C([0,T]; L*) and C([0,T}; B, ), that is enough to pass to the limit in the
equations satisfied by (a™,u", VII™). So, (a,u, VII) satisfies System (11).
Finally, continuity properties of the solutions with respect to the time variable can be re-
covered from the equations satisfied by them, using classical results for transport equations in
Besov spaces (see Proposition 4).

3.3. Uniqueness of the solution. Uniqueness of the solution to System (1) is a straightforward
consequence of the following stability result, the proof of which can be found in [9].

Proposition 5. Let (p1,u1, VIIy) and (p2,us, VIIa) satisfy System (1) with external forces fi
and fo, respectively. Suppose that p1 and ps both satisfy (12). Assume also that:
o & :=po —p1 and du:=uy —uy both belong to C1([0,T]; L?),
o 0f == fo— fi €C((0,T); L?),
e Vp1, Vuy and VII; belong to L'([0,T]; L™).
Then for all t € [0,T] we have

e (a0 2 + 1| (Vp20u) ()] 2) < 1900l 2 + 1(v/p2b) (0)]] 2 + /Ot e~ ([(Vo2df) |2 dr

with
t(|v VIl
At) ;:/ Vo L Ve | dr

Proof of uniqueness in Theorem 1. Let us suppose that there exist two solutions (pi,u1, VII;)
and (p2,u2, VII2) to System (1) corresponding to the same data and satisfying the hypotheses of
Theorem 1. Then, as one can easily verify, these solutions satisfy the assumptions of Proposition
5. For instance, that & € C1([0,T]; L?) is an immediate consequence of the fact that, for i = 1,2,
the velocity field w; is in C([0,T]; L?) and Vp; is in C([0,T]; L>°), so that dp; € C([0,T]; L?).

So, Proposition 5 implies that (p1,u1, VII1) = (p2, uz, VIIa). O
3.4. Proof of the continuation criterion. Now, we want to prove the continuation criterion

for the solution to (1). We proceed in two steps. As usual, we will suppose Condition (C) to
be satisfied with p = co. The first step of the proof is given by the following lemma.

Lemma 4. Let (p,u, VII) be a solution of System (1) on [0, T*[xRN such that®
o we (0,17 B,) NCH(0, T 1),
e peC([0,T[; BS,,) and satisfies (12).
Suppose also that Condition (4) holds and that T* is finite. Then
T
sup (Ju(®)llpe, oz + Ip@lzs,) + [ [19Tas,, dt < oo
te[0,17] 0

Proof of Lemma 4. It is only a matter of repeating the a priori estimates of the previous section,
but in a more accurate way. Note that a := 1/p satisfies the same hypothesis as p, so we will
work without distinction with these two quantities, according to what is more convenient to us,
and set ¢ = p or a. Recall that

Otq+u-Vqg=0.
Hence, applying operator A; yields

OAjq+u-VAjqg=[u-V,Ajlq

2with the usual convention that continuity in time is weak if r = oco.
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whence, for all ¢ € [0,T*],
(39) A0l < WAl + [ Pl VA gl o
Now, Lemma 2.100 in [1] ensures that
| @l V. Ajldll), |

Hence, performing an ¢" summation in (39), we get

< C(IVull=llgl s, , + IVl o[ Vull gs-1).-

t
(40) la®liBs.,, < lloollss, + C/O (IVullz<lldlls, , + Vel llull B, ) dr-

As regards the velocity field, we have according to (14),

t
()2 SC(HUO||L2 + HmedT),

and the last part of Proposition 4 guarantees that
t
Ju®)llps., < exp (C/O 1| = dT)

t T ’
(Il ff ORI (111, + 1o, ) ).

Bounding the last term according to Corollary 3, we thus get
¢
Ju®lne., < e (C [ IVull i dr)

t -
-C v oo dr'! *
< (lwollzg,, + [ ORIV (g, + 0| VTas,, + [Vall gy s |V =) dr ).

B:;¢>

Note that Bony’s decomposition combined with the fact that dive = 0 ensures that
Idiv (u- V) | gy < OVl e[l s,

As regards the pressure term, we have

VIl < C(llfllze + llullzz [Vullze)

1
IVIlsg, < © (uvmm +[Va- Tl gy + | 5 div (7 = V)

In addition, under the assumption that s > 1, Corollary 3 implies that
(41) IVa- VIl gs1 < C(IVallzw [ VI ot + [Val gt [ V1T 2)-
So finally

IVIllzs,, < €IVl + [Vl VI s + [ Val gy VI

+lalss,,, (I1£llss., + ||Vu||Loo||u||Bgo,r)).

Putting together all these estimates and applying Gronwall’s Lemma, we obtain if s > 1,

t
IVall g + s, oze < exp (€ [ (Va, Vi, VI edr ) (1 Fa0] e s+

t
ol o + 1l oae+ [ 19l |91 ey )

where the constant C' depends only on s, a,, a* and N.
Now, the equation for Va and Gronwall inequality immediately ensure that

t
(42) IVa(t)|[ze < [|Vao||z= exp (/0 V]| dT) ,
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which, thanks to Hypothesis (4) implies that Va is bounded in time with values in L.
Moreover, by hypothesis VII € L([0,7*[; B }) and Vu € L([0,T*[; L>°); at this point,

oo,
keeping in mind the embedding B3J L — L% the previous inequality gives us the thesis of the
lemma in the case s > 1.
In the endpoint case s = r = 1, Inequality (41) fails. In order to complete the proof of
the lemma, we will have to take advantage of the vorticity equation associated to (1). This is
postponed to the next section. O

The second lemma, which will enable us to complete the proof of Theorem 2 reads:

Lemma 5. Let (p,u, VII) be the solution of System (1) such that’
e peC([0,T*[: BS,,) and (12);
o ueC([0,T*: B, ) NCH[0,T*[; L?);
e VII € C([0, T*[; L?) N L*([0, T*[; Bgoﬂ,).

Moreover, suppose that
||u||L°T°*(BgcmﬂL2) + HVQHL%O*(B;b < 00.

Then (p,u, VIL) can be continued beyond time T™ into a solution of (1) with the same regu-
larity.

Proof of Lemma 5. From the proof of Theorem 1 we know that there exists a time ¢, depending
only on p*, N, s, ||u||L%o* (Bs. .nr2)> IVall o (ps=1y and on the norm of the data such that, for
co,T T* co,T

all T < T, Euler system with data (p(T),u(T), f(T + -)) has a unique solution until time .
Now, taking for example T'= T — ¢/2, we thus obtain a solution, which is the continuation
of the initial one, (p,u, VII), until time T + /2. O

Let us complete the proof of Theorem 2. The first part is a straightforward consequence
of these two lemmas. Indeed: Lemma 4 ensures that HuHL%o* (Bs, .nr2y and [[Val| o (Bisl) are
o,T T* o,

finite. As for the last claim (the Beale-Kato-Majda type continuation criterion), it is a classical
consequence of the well-known logarithmic interpolation inequality (see e.g. [1])

1920l g1
IVullze < C(lullz + 19|z log | e+ 5= | | -
192[] L

So Theorem 2 is now completely proved, up to the endpoint case s =r = 1. O

4. THE VORTICITY EQUATION AND APPLICATIONS

This section is devoted to the proof of the blow-up criterion in the endpoint case s =r =1,
and of Theorem 3. Both results rely on the vorticity equation associated to System (1). As done
in Section 3, we shall restrict ourselves to the evolution for positive times and make the usual
convention as regards time continuity, if 7 < cc.

4.1. On the vorticity. As in all this section the vorticity will play a fundamental role, let us
spend some words about it. Given a vector-field u, we set Vu its Jacobian matrix and *Vu the
transposed matrix of Vu. We define the vorticity associated to u by

Q= Vu — 'Vu.

Recall that, in dimension N = 2,  can be identified with the scalar function w = Ou?> —
Oou', while for N = 3 with the vector-field w = V x u.

3with the usual convention that continuity in time is weak if r = oco.
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It is obvious that, for all ¢ € [1,00], if Vu € L7, then also Q € L?. Conversely, if u is
divergence-free then for all 1 <i < N we have Au’ = Zév:l 0;€;, and so, formally,

N
Vu' = =V (=AY 8;9;.
j=1
As the symbol of the operator —&; (—A) 1, is o(&) = &¢&;/|€[%, the classical Calderon-
Zygmund Theorem ensures that? for all ¢ €]1,00[ if Q € L9, then Vu € L9 and
(43) IVullze < Cll€Y| Lo

The above relation also implies that

u = Afl’u, - (Id - Afl)(—A)_l Z@QU
J

Hence combining Bernstein’s inequality and Proposition 1, we gather that
(44) Jullgs . < C(lullzs + 190 o) for all g e [1,00].

From now on, let us assume that 2 is the vorticity associated to some solution (p,u, VII) of
(1), defined on [0,7] x RY. From the velocity equation, we gather that ) satisfies the following
transport-like equation:

45 WY+ u-VQ+Q-Vu+ 'Vu-Q+ V 1 AVII = F
P

where Fj; := 9;f" — 8;f7 and, for two vector fields v and w, we have set v A w to be the
skew-symmetric matrix with components

VAW); = iji — vl .
ij

Using classical LY estimates for transport equations and taking advantage of Gronwall’s
Lemma, from (45) we immediately get

t
(46) Q)| < exp </0 HquLwdT)
t T ,
« <HQ<O)HL‘1 +/ e*fo (IVul| oo dr (\FHLq +‘
0

1
P

) dT) )
La
Let us notice that, in the case of space dimension N = 2, equation (45) becomes

1
8tw+u-Vw+V(p>/\VH:F,

so that one obtains the same estimate as before, but without the exponential growth:

>d7’.
L4

Therefore, the two-dimensional case is in a certain sense better. We shall take advantage of that
in Section 5. As concerns the results of this section, the proof will not depend on the dimension.
So for the time being we assume that the dimension N is any integer greater than or equal to 2.

@l < ol + [ (1Pl +

1
p

4This time the extreme values are not included.
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4.2. Proof of Theorem 2 in the limit case s = r = 1. We just have to modify the proof
of Lemma 4. From the vorticity equation (45) and Proposition 4 (recall that divu = 0), we
readily get

t
40 190l < ew(C [ [Valz=dr)

t t
X(HQO”BO 1+/ IF | o 1d7-+/ (IVaA VI + 9 Vut V- Q o 1)d7>.
oo, 0 oo, 0 o, oo,

We claim that
(48) IVa A VI go | < C(IVallze [V o, + VT al 1),

(49) 12 Vu+ 'Vu- Qo | < ClIVulpull .

Both inequalities rely on Bony’s decomposition (6) and algebraic cancellations. Indeed, we
observe that

o;a 8]11 — 8]-@ oIl = Taia(‘)jﬂ — Tajaﬁiﬂ + Tajnf)ia — Tainaja + 8¢R(a, 8]11) - 8jR(CL, @H)
Applying Proposition 2 thus yields (48).

Next, we notice that, as divu = 0,

(Q-Vut'Vu Q) = ) (0o’ —djutopu’),
k
= Z(@k(ujaiuk) — 8k(ui6juk)>.
k

Therefore,

¢
(Q-Vu+ VU-Q)U

-y <T3iuk3kuj Ty Ol + Ty s Ot — Ty, O + OpR(w?, 0u") — O R(u, ajuk)) .
k

Hence Proposition 2 implies (49).

It is now easy to complete the proof of Lemma 4 in the limit case. Indeed, plugging (48) and
(49) in (47), using the energy inequality (14) and Inequality (44) with ¢ = 2, we easily get

u®l5s ee < Cexp(C [ [Vul dr)

t t
<(luollse oo+ [ 1fllmn ez dr + [ (IVallie | 9Ty, + 19Tl ) dr ).

Hence, adding up Inequality (40) and using Gronwall’s inequality, we end up with

t t
X(0) < Cexp(C [ (Vu, Va, V1D dr ) (X(0) + [ (171 so + | Vel [Vl ) dr)

with X(t) == [la(®)l| 51| + [lu(@)pL L2
Taking advantage of (42) completes the proof of Lemma 4 in the limit case. O

4.3. Proof of Theorem 3. We first prove a priori estimates, and then we will get from them
existence and uniqueness of the solution. In fact, it will turn out to be possible to apply Theorem
1 after performing a suitable cut-off on the initial velocity field and thus to work directly on
System (1), without passing through the equivalence with (11) or with a sequence of approximate
linear systems.
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4.3.1. A priori estimates. As in the previous section, remembering also Remark 3, the following
estimates hold true:

(50) Vo)l g1

IN

t
Veolas exp (C [ ulls,, o)

t
exp(C [ Nullse,, ar) - (luollae., +

t _ T /
+/O o C o Iz, dr Ipllme IV 5 . dT)_

IN

(51) [u()l|Bs,.,

Moreover, from the transport equation satisfied by the velocity field, we easily gather that

| VI
Hu(t)HL“ < ||U0”L4 + /0 7 dr.

L4

Therefore, using interpolation in Lebesgue spaces and embedding (see Corollary 2),

1 rt 1 1
lu@®)llpe < luollze + p/O IVI|| £oo [[VIL[| 72 dT

IN

C t
(52 Juollzs + - [ 19 Mllpy, s d
Px JO ’

In order to bound the vorticity in L?*, one may use that

1 1
CVpAVI < —— ||VpAVII
‘pg e (,0*)2 ” ||L4
1
< — |IVpllp~ || VII]| 14
oz Vel IV
C
<

(pe)? ||VP||B;;$ ||VH||BgommL2 :

From this and (46), we thus get

t
(53) 190)]s < exp ([ IVulgy 1dr)

C
(p)?

Now, in order to close the estimates, we need to control the pressure term. Its Besov norm
can be bounded as in Section 3, up to a change of ||u||z2 into ||u|/;4; indeed it is clear that
in Inequality (25) the L? norm of u may be replaced by any L7 norm with ¢ < oco. As a
consequence, combining the (modified) inequality (26) and (21) yields

t o [T IVul| yor dr
x<||szouL4+ | e Vg 9z )

t
50 19T,y < C (14 IVl sy ) IV gy + Il [ e e )

In order to bound the L? norm of VII, we take the divergence of the second equation of
System (1). We obtain

—div <VH> = div (u-Vu) ,

p
from which, applying elliptic estimates of Lemma 2 and
(55) IVullps < Cfl€|a
we get,

1
(56) EHVHHB < lu-Vaullpz < flufla [Vullps < Clluflpa 1924 -
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We claim that putting together inequalities (50), (51), (52), (55), (54), (53) and (56) enables
us to close the estimates on some nontrivial time interval [0,7] depending only on the norm of
the data.

In effect, assuming that 7' has been chosen so that Inequality (29) is satisfied, we get from
the above inequalities

[u(®)lBs, . < 2ljuoliss,, + Coll VI 1B, )

A

t
IVleyoe,y < Col [ Qulcal@lse + el ops dr),

IN

t
[[u()]] s [uoll s + Col VIl s, ) +Co/0 [ull L[| 2] o dr,
12(8) ] 24 < 29l + Col VIl Ly s, )

A

where the constant Cy depends on s, p., p*, N and ||po| g -

Therefore, applying Gronwall lemma and assuming that 7" has been chosen so that (in addition
to (29)) we have

T
/ [y
0
where ¢ is a small enough constant depending only on Cj, it is easy to close the estimates.

Remark 4. Ezhibiting an L? estimate for VII even though w is not in L? is the key to the
proof. This has been obtained in (56). Note however that we have some freedom there. In
fact, one may rather assume that ug € LP and Vug € L1, with p and q in |2,00[ such that
1/p+1/q > 1/2 and get a statement similar to that of Theorem 3 under these two assumptions.
The details are left to the reader.

4.3.2. Existence of a solution. We want to take advantage of the existence theory provided by
Theorem 1. However, under the assumptions of Theorem 3, the initial velocity does not belong
to L?. To overcome this, we shall introduce a sequence of truncated initial velocities. Then
Theorem 1 will enable us to solve System (1) with these modified data and the previous part
will provide uniform estimates in the right functional spaces on a small enough (fixed) time
interval. Finally, convergence will be proved by an energy method similar to that we used for
Theorem 1.

First step: construction of the sequence of approrimate solutions. Take any ® € C(‘)’O(Riv) with
® =1 on a neighborhood of the origin, and set ®,,(x) = ®(z/n). Then let us define ug = @, uop
for all n € N.

Given that ug is continuous and compactly supported, it obviously belongs to L?. Of course,

we still have uy € B3, N Wt N L2, so we fall back into hypothesis of Theorem 1. From
it, we get the existence of some time T, and of a solution (p",u", VII") to (1) with data
(po, uf,0) such that p™ € C([0,Ty); B, ,), u" € CY([0,T,]; L?) N C([0,Ty); B, ,) and VII" €
C([0,Tn]; L*) N LY([0, T,,]; B, ). From (55), the vorticity equation and the velocity equation, it
is easy to see that, in addition, u™ € C([0, T}]; Wh4).
Finally, as the norm of u? in W4 n B3, may be bounded independently of n, the a priori
estimates that have been performed in the previous paragraph ensure that one may find some
positive lower bound 7T for T, such that (p",u", VII") satisfies bounds independent of n on
[0,T] in the desired functional spaces.

Second step: convergence of the sequence. As done in the previous section, we define p" =
p" — po, and then

o=
ut = umth -y

arr = Ittt - 1mn.
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Resorting to the same type of computations as in the previous section (it is actually easier
as, now, divu™ = 0 for all n), we can prove that (p",u",VII") .y is a Cauchy sequence in
C([0,T); L?). Hence it converges to some (p,u, VII) which belongs to the same space.

Now, defining p := pg + p, bearing in mind the uniform estimates of the previous step, and
using the Fatou property, we easily conclude that

e pe L>([0,T]; BL,,) and p. < p < p*;

o ue L2(0,T) By, ) 0 L=(0.7) WH);

e VII e L'([0,T]; B, ) N L>([0,T]; L?).
Finally, by interpolation we can pass to the limit in the equations at step n, so we get that
(p, u, VII) satisfies (1), while continuity in time follows from Proposition 4. O

5. REMARKS ON THE LIFESPAN OF THE SOLUTION

In this section, we exhibit lower bounds for the lifespan of the solution to the density dependent
incompressible Euler equations. We first establish that, like in the homogeneous case, in any
dimension, if the initial velocity is of order ¢ then the lifespan is at least of order e~! even if
the density is not a small perturbation of a positive real number. Next we focus on the two-
dimensional case: we show in the second part of this section, that for small perturbations of
a constant density state, the lifespan tends to be very large. Therefore, for nonhomogeneous
incompressible fluids too, the two-dimensional case is somewhat nicer than the general situation.

5.1. The general case. Let pg, up and f satisfy the assumptions of Theorem 1 or 3. Denote
Uo(x) := e tug(z) and f(t,z) :=e 2f(e"'t, 2).

It is clear that if we set
(pu, VII)(t, ) = (p, i, £* VII)(t, x)

then (7,1, VII) is a solution to (1) on [T}, T*] with data (po, o, f) if and only if (p,u, VII) is
a solution to (1) on [e~ T}, e~1T*] with data (pg,uo, f).

Hence, putting together the results of the previous section, we can conclude to the following
statement.

Theorem 4. Let (po,ug) satisfy the assumptions of Theorem 1 or 3, and f = 0. There ezists a
positive time T* depending only on s, N, px, HPOHBSOJ and HﬂoHBgQ1 such that for any € > 0
the upper bound T of the mazimal interval of existence for the solution to (1) with initial data
(po, tg) satisfies

TF > e T
A similar result holds for the lower bound of the maximal interval of existence.

5.2. The two-dimensional case. Recall that for the homogeneous equations, any solution
corresponding to suitably smooth data is global, a fact which relies on the conservation of the
vorticity by the flow. Now, in our case, the vorticity equation reads (if f =0)

(57) Ow +u-Vw+ VbAVII =0
with b:=1/p—1 and Vb A VII := 010 0211 — 920 O111.

Owing to the new term involving the pressure and the nonhomogeneity, it is not clear at all
that global existence still holds. Nevertheless, we are going to prove that the lifespan may be
very large if the nonhomogeneity is small.

To simplify the presentation, we focus on the case where py € BL, ;(R?) and ug € Bl (R?)
(note that Corollary 1 ensures that this is not restrictive) and assume, in addition, that ug €
H'(R?) (this lower order assumption may be somewhat relaxed too).

We aim at proving the following result.
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Theorem 5. Under the above assumptions there exists a constant ¢ such that if by := p% -1
satisfies

(58) Ibolls: | <e

then the lifespan of the solution to the two-dimensional density dependent incompressible Fuler
equations with initial data (po,uo) and no source term is bounded from below by

log<1 + log c) .
Toollor

Proof. Let |T,,T*| denote the maximal interval of existence of the solution (p,u, VII) corre-
sponding to (pg, ug). To simplify the presentation, we focus on the evolution for positive times.

The key to the proof relies on the fact that in the two-dimensional case, the vorticity equation
satisfies (57). Now, it turns out that, as discovered by M. Vishik in [15] and by T. Hmidi and S.
Keraani in [12], the norms in Besov spaces with null reqularity indez of solutions to transport
equations satisfy better estimates, namely in our case

t t
Jo(tlas,, < € (Nl + [ IVoA Vg dr) (14 [ [Vl dr)

HuO”Hlm?;Q1

t
whereas, according to Proposition 4, the last term has to be replaced with exp ( /0 |Vu|| e dT)

for nonzero regularity exponents.

Therefore, using Inequality (48), we get

t t
69 le®l, <C(lwollss, + [ Wllsy, 1985, dr) (1+ [ [Vulli ar)

Of course, a basic energy argument leads to
t
(60) w2 < [Jwoll 2 +/0 V]| oo [ VIT]| L2 d7

and it is well-known that for two-dimensional divergence-free vector fields, we have
IVul|p2 = [|w]| 2.

Therefore putting together Inequalities (59) and (60) and bearing in mind Inequality (44) and
the energy inequality for u, we get

t t
(61) X(t) gc(Xo+/ BIIVl|go oo dT> <1+/ XdT)
0 o0, 0

with
X() = llu®lmppy, and B(t):=[b)] s -
Bounding B is easy given that
Ob+u-Vb=0.
Indeed, Inequality (7) ensures that

Ol , < ol xo(C [ [Vullon,, dr):
Therefore,
(62) B(t) < Byexp (C /O thT)
Bounding the pressure term in Bgoyl N L? is our next task. For that, recall that, as
div (aVII) = —div (u - Vu),

Lemma 2 guarantees that
(63) ax || VI 2 < Jlull 2] Vul Lo
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Next, differentiating once the pressure equation and applying again an energy method yields

(64) a|VPI| 2 < (| Vull 2| Vull 2o + ([ Val poe | VT 2.
Therefore, combining (63) and (64) and using elementary embedding, we get
(65) VI < Clallp, X2

Note that ||al|| 5 . and A:=1+ B are of the same order. This will be important in the sequel.

In order to bound the pressure term in Bgo’l we shall use the following classical logarithmic
interpolation inequality (see e.g. [1], Chap. 2):

HVHHB;}J)

66 VII < C|VII | _—
(66) IVITlng., < IV log(e + o

In order to estimate || VII|p1 , we use the identity
VII = A_;VII + A(D)div (u - Vu) + A(D)div (bVII).
with A(D) := (—=A)"'V(Id — A_;).
On the one hand, combining Bony’s decomposition with the fact that div (u-Vu) = Vu : Vu,

it is easy to show that
Idiv (- Fu)|po | < llully -

On the other hand, Proposition 2 guarantees that
1691 < C(11Blle VT g + VT Bl 1, )-

So using the fact that A(D) (resp. A(D)div ) is a multiplier of degree —1 (resp. 0) away
from the origin, we get from Proposition 1,

19T pe | < C(IVTIge + ul%s  + IV lbllp, + [0l VI g ).

Note that [[b(t)||z is time independent and that Bl ; < L*°. Hence, under assumption (58)
with ¢ small enough, the last term may be absorbed by the left-hand side. As regards the last
but one term, we use the following interpolation inequality:

1 1
[VH||zee < CI VL[| 7| VI,
0,1
Combining with Young’s inequality, we thus conclude that, under assumption (58), we have
IVI g, < C(llulgy -+ @+ 1Bl IVITL:).
Bounding the last term according to (63), we thus end up with
2 2
VI, < CA2X2,
Inserting this inequality in (66) and using also (65), one may now conclude that
(67 91z < CAX? log(e + B).
It is now time to insert Inequalities (62) and (67) in (61); we get
t o, t
(68) X(t) < C(Xo + ByAglog(e + BO)/ eCJo Xdr' x2 d7> (1 + / XdT).
0 0
Let Ty denote the supremum of times ¢ € [0, 7% so that
t o,
(69) BoAglog(e + BO)/ Clo X' x2 g < X,
0

From (68) and Gronwall’s Lemma, we gather that

X(t) < 20Xe2%0 forall ¢ € [0, Tyl.
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Note that this inequality implies that for all ¢ € [0, Tp[, we have
t o
/ CJo Xdr' x2 gr < CX <e4CtXO — 1) exp <C (eQCtXO — 1)>
0

Therefore, using (69) and a bootstrap argument (based on the continuation theorems that we
proved in the previous sections), it is easy to show that Tp is greater than any time ¢ such that

ApBylog(e + By) <e4CtX° — 1) exp <C (eZCtXO - 1)) <1.

Taking the logarithm and using that logy <y — 1 for y > 0, we see that if By is small enough
(an assumption which implies in particular that Aglog(e + Bp) is of order 1) then the above
inequality is satisfied whenever

1 1
D 1 ( >
¢ =012 ®\acB,

This completes the proof of the lower bound for T*. O

Remark 5. If wy has more reqularity (say wg € C" for some r € (0,1) ) then one may first write
an estimate for |w|/p~ and next use the classical logarithmic inequality for bounding ||Vu| e~
in terms of ||w|/p~ and ||w||cr. The proof is longer, requires more reqularity and, at the same
time, the lower bound for the lifespan does not improve.
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